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I. Introduction

Delay and disruption tolerant networks (DTNs) trans-
port application data by creating a “store and for-
ward” network where no infrastructure exists. Al-
though end-to-end connectivity may not be available
between two nodes, DTN routing protocols take ad-
vantage of temporal paths created in the network as
nodes encounter their neighbors and exchange mes-
sages they have been asked to forward. Since there
are no guarantees that a route will ever be available,
many current DTN routing protocols apply epidemic-
style techniques [9], leveraging the fact that an in-
creased number of copies of a particular message in
the network should improve the probability that the
message will reach its intended destination. How-
ever, such techniques come at a high price in terms of
network resources, resulting in the rapid deletion of
buffer space and energy on resource-limited devices,
the rapid depletion of available bandwidth, and the po-
tential to greatly increase end-to-end delay.

A number of routing protocols have been proposed
to enable data delivery in such challenging environ-
ments [2, 3, 5, 7, 8, 4]. However, many of these pro-
tocols trade overhead and computational complexity
for increased successful delivery. This overhead ex-
presses itself as more traffic in the network creating
more contention in clusters of high connectivity and
increased energy consumption for nodes exchanging
messages.

One method to mitigate this effect is to identify
properties in the network that could be used to make
intelligent forwarding and message replication deci-
sions. In environments targeted by DTNs, such as dis-
aster scenarios and certain vehicular networks, differ-
ent classes of nodes naturally tend to have more node
encounters than others. The main contribution of our
research takes this network property and uses it to de-
sign a DTN routing protocol that uses only local ob-
servations about a node’s environment. Our protocol,
Encounter-Based Routing (EBR), uses an encounter-
based metric for optimization of message passing that
maximizes message delivery while minimizing over-

head both in terms of extra traffic injected into the net-
work and control overhead, as well as minimizing la-
tency. We evaluate EBR using multiple mobility mod-
els and show a high packet delivery ratio while incur-
ring extremely low overhead.

II. DTN Routing Protocol Taxonomy

DTN routing protocols can be classified into two high-
level approaches [2]. Forwarding-based protocols
only keep one copy of a message in the network and
attempt to forward that copy toward the destination
at each encounter. In contrast,replication-based pro-
tocols insert multiple copies, or replicas, of a mes-
sage into the network to increase the probability of
message delivery. Essentially, replication-based pro-
tocols leverage a trade-off between resource usage
(e.g., node memory and bandwidth) and probability of
message delivery. Replication-based protocols can be
further separated into two classes based on the num-
ber of replicas created.Flooding-based protocols at-
tempt to send a replica of each message to as many
nodes as possible (e.g., MaxProp [3], RAPID [2], and
Prophet [5]), whereasquota-based protocols inten-
tionally limit the number of replicas (e.g., Spray and
Wait [7] and Spray and Focus [8]).

Forwarding-based protocols are currently limited in
their effectiveness due to the difficultly or impossibil-
ity of finding a path from the source to the destina-
tion with only one copy, and hence replication-based
protocols are extremely popular. One main problem
with flooding-based replication protocols is their high
demand on network resources, such as storage and
bandwidth. This fact led to some work in developing
quota-based protocols, which are much better stew-
ards of network resources than their flooding-based
counterparts, However, one possible criticism is their
inability to successfully deliver a comparable amount
of messages, in certain cases. We show this to be
false by developing a quota-based protocol using an
encounter-based routing metric that has extremely low
routing overhead, while maintaining delivery ratios
better than or comparable to current flooding-based
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protocols.

III. Encounter-based Routing (EBR)

We present Encounter-based Routing (EBR), which
is a quota-based DTN routing protocol that achieves
a high delivery ratio comparable to flooding-based
protocols, while maintaining extremely low network
overhead. This improvement in delivery ratio is ac-
complished by taking advantage of the following ob-
served mobility property of certain networks:the
future rate of node encounters can be roughly pre-
dicted by past data. This property is useful because
nodes that experience a large number of encounters
are more likely to successfully pass the message along
to the final destination than nodes that only infre-
quently encounter others. Many networks experience
this phenomenon; examples include disaster recovery
networks, where ambulances and police tend to be
more mobile and bridge more cluster gaps than civil-
ians [6], and vehicular-based networks, where certain
vehicles take popular routes. Utilizing this observa-
tion, EBR bases routing decisions on a measure of a
node’s rate of encounters, showing preference to mes-
sage exchanges with nodes that have high encounter
rates.

In EBR, information about a node’s rate of en-
counter is a purely local metric and can be tracked
using a small number of variables. Therefore, EBR is
able to maintain very low state overhead, as compared
to other protocols that can require up toO(n) rout-
ing messages exchanged duringevery contact con-
nection, andO(n2) routing state locally stored (e.g.,
MaxProp [3], Prophet [5]). A further strength of EBR
is that its message replication rules are simple to un-
derstand and implement, as opposed to complex rules
found in many protocols, minimizing the chance of
bugs and reducing computational complexity.

III.A. Algorithm

Every node running the EBR protocol is responsi-
ble for maintaining its past rate of encounter average,
which is used to predict future encounter rates. When
two nodes meet, the relative ratio of their respective
rates of encounter determines the appropriate fraction
of message replicas the nodes should exchange. The
primary purpose of tracking the rate of encounter is to
intelligently decide how many replicas of a message a
node should transfer during a contact opportunity.

To track a node’s rate of encounter, it maintains two
pieces of local information: an encounter value (EV),
and a current window counter (CWC). EV represents

the node’s past rate of encounters as an exponentially
weighted moving average, while CWC is used to ob-
tain information about the number of encounters in
the current time interval. EV is periodically updated
to account for the most recent CWC in which rate of
encounter information was obtained. Updates to EV
are computed as follows:

EV ← α · CWC + (1− α) · EV.

This exponentially weighted moving average places
an emphasis proportional toα on the most recent com-
plete CWC. Updating CWC is straightforward: for
every encounter, CWC is incremented. When the cur-
rent window update interval has expired, EV is up-
dated and the CWC is reset to zero. In our experi-
ments, we found anα of 0.85 and update interval of
around30 seconds allow for reasonable results.

Since EV represents a prediction of the future rate
of encounters for each node per time interval, the node
with the highest EV represents a higher probability
of successful message delivery. Therefore, when two
nodes meet they compare their EVs. The number of
replicas of a message transferred during a contact op-
portunity is proportional to the ratio of the EVs of the
nodes. For two nodesA andB, whereEVA < EVB ,
for every messageMi, nodeA sends

⌊mi ·
EVB

EVA + EVB

⌋

replicas ofMi, wheremi is the total number ofMi

replicas stored at nodeA. For example, assume node
A has4 replicas of a messageM1 and8 replicas of
a messageM2. Furthermore, assume nodeA, with
EVA = 5, comes in contact with nodeB, with
EVB = 15. SinceEVA < EVB , nodeA sends

15

5+15
= 3

4
of the replicas of each message. There-

fore, nodeA transmits3 replicas ofM1 and6 replicas
of M2.

Algorithm 1 presents the basic form of the EBR
protocol, whereWi represent the current window up-
date interval parameter.

IV. Evaluation

The primary goal of our evaluation is to show that
EBR achieves a high message delivery ratio and good
latency, while maintaining extremely low overhead.
To perform our evaluation, we use the Opportunis-
tic Network Environment simulator (ONE) [1], a sim-
ulation environment designed specifically for DTNs.
We evaluate EBR against five other popular proto-
cols: (1) basic epidemic [9], (2) Prophet [5], (3) Spray
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Figure 1: Vehicular: Varying number of nodes (a) MDR, (b) Average Delay, (c) Goodput
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Figure 2: RWP: Varying number of nodes (a) MDR, (b) Average Delay, (c) Goodput

Algorithm 1 EBRRouting (NodeA)

if time ≥ nextUpdate then
EVA ← α · CWC + (1− α) · EVA

CWC ← 0
nextUpdate← time + Wi

end if
if ContactB availablethen

for All messagesMi in local bufferdo
mi ←Mi.numOfReplicas

msend ← ⌊mi ·
EVB

EVA+EVB
⌋

Sendmsend replicas ofMi to nodeB
end for

end if

and Wait [7], (4) Spray and Focus [8], and (5) Max-
Prop [3].

To evaluate the protocols in a realistic vehicular-
based DTN, we utilize the map-driven mobility
model of ONE to limit node movement to actual
streets found on an imported map, an approximate
5 km x 3 km section of downtown Helsinki, Finland.
Approximately 15% of the nodes are configured to
follow pre-defined routes with speed between7 and
10 m/s. The rest of the nodes are divided into four
groups and assigned different probabilities of picking
the next destination from a particular set of points to
simulate the phenomenon that people often visit cer-
tain areas of a city more frequently than others based
on their profession, age and other factors. The speed
of these nodes varies between2.7 and13.9 m/s.

We also simulate the routing protocols with a tra-
ditional random waypoint model in an area of size
3 km by 3 km. Node speed is varied between0.5 and
1.5 m/s and the pause time at destination is distributed
between0 and120 seconds.

The transmission range of each node is250 m. We
vary the number of nodes in the network starting at26,
followed by51 to 251 in increments of50. The packet
size and buffer space are kept constant at25 KB and
1 MB respectively. Each simulation lasts for one sim-
ulated hour. Except for a small number of MaxProp
data points, each point is the average of at least10
runs, with95% confidence intervals displayed.

The vehicular mobility model exhibits the property
that past information on rate-of-encounters is a good
estimator for future rate-of-encounters. Since it fits
perfectly into the assumptions of EBR, EBR performs
extremely well in this model, especially in terms of
message delivery ratio(MDR) (see Figure 1(a)). EBR
is also, by far, the most resource friendly, as shown
by the goodput metric (see Figure 1(c)). While EBR
seems to have unfavorable delay, this is, in part, due
to a high MDR (see Figure 1(b)). Since delay is com-
puted only over messages that have been delivered, it
is deceptive to view delay alone since many protocols
quickly deliver messages that take a small number of
hops, and do not deliver most high-hop messages.

In contrast, the random waypoint model lacks het-
erogeneity in node mobility, a property that EBR was
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designed to leverage. As a result, EBR does not per-
form as well in this model. However it still beats
other protocols clearly in terms of MDR. The good-
put metric also strongly favors EBR (see Figure 2(c)).
Notice that in both the vehicular mobility model and
the random waypoint mobility model, EBR substan-
tially beats the other quota-based protocols (specifi-
cally Spray and Wait), and obtains more than twice
their goodput in many cases. This is in addition to
consistently performing best in terms of message de-
livery ratio.

V. Future Directions

In this poster, we present Encounter-Based Routing
(EBR), an extremely resource efficient quota-based
routing protocol that achieves message delivery ratios
better than or comparable to popular flooding-based
protocols under a wide range of mobility models. In
the future, we plan to generalize and evaluate EBR us-
ing a probabilistic means of replication. For instance,
the number of copies of a message a node is carrying
may be described as a distribution, which would allow
for a more general version of the message replication
rules. Furthermore, we plan to explore the best way
of securing this protocol to ensure that nodes cannot
maliciously edit their encounter values.
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